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ABSTRACT

Model II regression (i.e. minimizing residuals obliquely) is the adequate alternative to Model I regression by Ordinary Least Squares (i.e. minimizing residuals vertically) given the absence of well-established dependence relationships or x measured with error. Yet, it has no perfect solution. Determining the true slope from errors-in-the-variables models requires the errors in x and y estimated from higher order moments. However, their accurate estimation requires enormous data sets and thus they are not applicable to most ecological problems. The alternative Reduced Major Axis (RMA) is dependent on a strict set of assumptions, hardly met with real data, making it prone to bias, whereas Principal Components Analysis (PCA) becomes less reliable with decreasing correlations while x and y presenting approximate variances. We used artificial data (allowing for the determination of the true slope) to demonstrate when RMA or PCA should be preferred. Consequently, we propose using PCA whenever \( r^2 + s^2_{\epsilon}/s^2_{\gamma} \) is higher than 1.5. Otherwise, we suggest generating artificial data manipulated to match the structure of the original, and to test which method provides closer estimates to the input true slope. We provide a user-friendly script to perform this task. We tested the use of RMA and PCA with real data about intraspecific and interspecific biomass-density relations in algae and seagrass, algae frond growth, crustacean and bird morphometry, sardine fisheries and social sciences data, commonly finding widely divergent slope estimates leading to severely biased parameter estimations and model applications. Their analyses support the suggested approach for method selection summarized above.

Keywords: Model II regression; Principal Components Analysis; Reduced Major Axis.

1. INTRODUCTION

The common Ordinary Least Squares (OLS), Iterative Reweighted Least Squares (IRLS) and Maximum Likelihood Estimation (MLE) methods for estimating unknown parameters in linear regressions, also known as model I regression, describe the relation between x and y variables performing a vertical least squares minimization, under the inherent assumption that x is measured in the absence of error. More specifically, Draper [1] identified three situations where this procedure is adequate: (i) when the error in the \( x \) estimation (\( \delta \)) is small compared to the error in the \( y \) estimation (\( \epsilon \)). (ii) when the \( x \) are fixed and determined by the experimenter, or (iii) when the experimenter wishes to estimate \( y \) from an actual \( x \) observation, irrespective of the error contained within it. Otherwise, least squares should be minimized perpendicularly to the regression line, commonly known as model II regression. Smith [2] extended the list of mostly philosophical arguments in favour of each regression type, with a priori choice taking into consideration the research objectives, the data collection constrains and previous knowledge about the data, but not the goodness-of-fit.

Theoretically, model II regression can estimate the true slope from error-in-the-variables models, for which several solutions are available. The “instrumental variables” alternatives require a subset of data with known errors for training the model; constrain hardly met by ecological data sets. The Generalized Method of the Moments or Cumulants solves it using lower-order moments provided the errors in the \( x \) estimates (\( \sigma_0 \)) and \( y \) estimates (\( \sigma_1 \)) are known; another constrain hardly met. The unknown error structure can be inferred from higher-order moments and cumulants. However, this renders the method ill-conditioned and prone to numerical instability, only yielding accurate results under a set of restrictions and provided very large sample sizes (samples as big as 600 may not be big enough). The “grouping” alternatives, partitioning data into subsets, are problematic because there is no clear consensus on the adequate number of groups. Furthermore, testing with fish biology data, Ricker [3] found RMA being superior to “grouping” methods. For more insights into errors-in-the-variables see the works by Cragg [4], Dagenais and Dagenais [5], Gillard and Iles [6] and Gillard [7].

The classical Principal Components Analysis (PCA) and Reduced Major Axis (RMA) alternatives theoretically optimize their performance in opposing circumstances, with severe impact on data analysis. Both the RMA and PCA intercepts are given by \( a = \bar{y} - bx \), since regression lines must pass through the bivariate mean [8,9,10]. The problem lies in their slope estimates. PCA was initially developed by Pearson [11] to determine the line of best fit from
the dominant eigenvector. Only later it became successfully applied to the generalized multivariate case \cite{9,12}. The PCA slopes are given by the ratio of the loadings of the dominant eigenvector ($u_i/u_0$). Usually, this is extracted from the $(x,y)$ covariance matrix, which standardizes the principal components to have zero mean and $\sigma^2$ variances \cite{9,12}. However, as two consecutive principal components tend to justify equal amounts of variation (i.e. present approximate eigenvalues) their true axis orientation becomes less reliable \cite{9}. With the bivariate case, this happens with decreasing correlation between $x$ and $y$ while simultaneously exhibiting approximate variances, i.e. the more the dispersion cloud approximates a perfect circumference, in which case the slope estimates are biased \cite{13}. The RMA method estimates the Geometric Mean Slope (GMS) for the vertical regression of $y$ on $x$ and the horizontal regression of $x$ on $y$, corresponding to the ratio of the standard errors ($\sigma_x/\sigma_y$) \cite{7,8,9,10,14,15}. However, this does not correspond to the line of best fit given by equation (1), where $b$ is the slope, $a$ is the $y$-intercept, $S_{xx}$, $S_{xy}$ and $S_{yy}$ the variances-covariances of $x$ and $y$, and $\lambda = \sigma_x/\sigma_y$. Two properties of equation (1) are fundamental to RMA: (i) when $\lambda=S_{xy}/S_{xx}$ equation (1) becomes $b=\sqrt{(S_{xx}/\lambda)}$, the RMA ratio of the standard errors ($\sigma_x/\sigma_y$), and (ii) the sum of squares of perpendicular deviations is only minimized when $\lambda=1$. Hence, RMA only yields the best fit upon the unlikely event that $\lambda=\sigma_x/\sigma_y=S_{xy}/S_{xx}=1$ \cite{1,2,7}. Otherwise, the slope has to be calibrated by $\lambda=\sigma_x/\sigma_y$. According to Draper (\cite{1}, equation 12) and Smith (\cite{2}, equation 6). However, $s_6$ is usually unknown in ecological data sets and thus the RMA slope estimates usually come biased. Creasy \cite{16} and Gillard \cite{7} argue that methods relying on the geometric mean slope may also be prone to indefinite axis orientation.

$$b = \frac{S_{yy} - AS_{xx} + \sqrt{S_{yy}^2 - 4AS_{xx}^2}}{2S_{xy}} + 4\lambda S_{xy}^2$$

$$a = \bar{y} - b\bar{x}$$

(1)

Although of common use in biology and ecology, the numerical background and constraints of linear regression methods, and in particular of the most useful model II regression algorithms, are seldom well understood by biologists and ecologists. For the above reasons, the objective of this paper is to review briefly the RMA and PCA methods, investigate under which conditions each should be preferred and demonstrate the consequences for biological and ecological applications of making a poor choice.

2. TESTING ALTERNATIVE METHODS
USING AN ARTIFICIAL DATA SET

An artificial data set was used to test how PCA and RMA accuracy is affected by the known variances of $x$, $y$ and their residuals. The observed $x$ was the sum of its true value ($\xi$) and associated error ($\epsilon$), i.e. $x=\xi+\epsilon$. The $\xi$ varied from 0.05 to 5 at 0.05 intervals, whereas $\epsilon$ had a distribution $N(0,\sigma_\epsilon^2)$ with $\sigma_\epsilon$ ranging from 0.5 to 1 at 0.02 intervals. The observed $y = \varphi, \xi+\epsilon$, with the true slope $\varphi$ ranging from 0.1 to 2 at 0.1 intervals, whereas the error $\epsilon$ had a distribution $N(0,\sigma_\epsilon^2)$ with $\sigma_\epsilon$ ranging from 0.5 to 3 at 0.01 intervals. A small Matlab script simulating this data and plotting its analysis is provided as supplementary material, together with a script enabling the user to simulate his bivariate data with normal distribution and run a similar test. Both scripts allow the simulation of artificial data with other distributions besides the Normal.

The distances between the PCA, RMA and true slopes ($\varphi$) were estimated by the sine of the angle formed ($\sin$) using to the geometric definition of inner product of two vectors, the sine-cosine trigonometric relation and the Euclidean norm. Besides, two other statistics were obtained for each linefit, namely (i) the square of Pearson’s correlation coefficient ($r^2$) between $x$ and $y$, and (ii) the unevenness of the $x$ and $y$ variances given by $\sigma_x^2/\sigma_y^2$.

PCA was unable to estimate the true slope when correlations were weak, as expected from Jackson \cite{9}, but provided $y$ was not much less scattered than $x$ (Fig. 1). Under these circumstances RMA estimated the true slope conspicuously better than PCA, which should be of restricted relevance as ecologists are seldom interested in slopes relative to weakly correlated variables. For the remaining situations RMA generally performed not better than PCA, often failing tremendously either underestimating or overestimating, as debated by Creasy \cite{16} and Gillard \cite{7}. A helpful rule of thumb is to prefer PCA whenever $r^2+\sigma_x^2/\sigma_y^2$ is higher than 1.5 (and using $s^2$ as estimate of $\sigma^2$). This way, $x$ and $y$ are well correlated and/or have clearly unbalanced variations. In such cases PCA is guaranteed to provide good approximations, although this comprises situations where RMA is equally well suited. Otherwise, try the Matlab script provided as supplement to generate artificial data similar.
to the desired real regarding slope, means and error structure, and check which method is expected to approximate better the true slope under those specific circumstances.

3. TESTING ALTERNATIVE METHODS USING REAL DATA

PCA and RMA were applied to nine factual data sets about intraspecific and interspecific biomass-density relations in algae and seagrass, algae frond growth, crustacean and bird morphometry, sardine fisheries and social sciences data, thus encompassing a wide spectrum of proportionalities among the variances of x, y, δ and ε. Where possible, were applied the same metrics used with the artificial data set. The biggest differences between PCA and RMA estimates occurred for irrelevant x-y correlations (i.e. statistically non-significant). Nevertheless, there were still plenty of meaningful correlations for which both methods yielded widely different slopes (Fig. 2). Many cases were identified by the rule of thumb as better suited for PCA. Nevertheless, for most of the topics in ecology it was not possible to guarantee that one particular method was always better. Therefore, it is wise for researchers to test their data using artificial data as a proxy as suggested above, before choosing between PCA or RMA. Below, we present several cases highlighting the impacts of taking the wrong option and demonstrating the benefits of the rule of thumb and the artificial data generator script.

3.1 Fisheries Data

Sardine fisheries data was collected on a monthly basis during 21 years (1989-2009) in 3 regions along the Portuguese coast (Northwestern, South-western and South-Algarve [17]). We used Sardine Landings (Kg) and Unit Effort (boat×days) from the south-western region to estimate Surplus Production Models and demonstrate how parameter estimation from inadequate regression models can lead to biased estimates of optimal fishing effort and maximum sustainable yield (Fig. 3). OLS is the commonly used method to regress catch per unit effort (Y/f) on effort (f) when applying the Surplus Production Models, by Schaefer [18] and Fox [19]. We compared it to the use of PCA and RMA. Only when using the Fox model, did PCA produce estimates as well as OLS. But when using the Schaefer model, both RMA and PCA performed terribly.

3.2 Intraspecific Macroalgae Biomass-density Data

Macrostages of Laminaria digitata Lamouroux were cultivated on 10×15 cm plates with initial densities of 10, 20, 30, 40 and 80 individuals per plate corresponding to 650, 1334, 2000, 2668 and 5186 individual per m² [20]. The experiments were carried in culture tanks at Port Erin Marine Laboratory, Isle of Man, with four replicates were made for each density. The density and stand biomass on each plate was accessed for 11 sampling times at approximately 19 day intervals, to determine whether the fronds where subject to different competitive stresses reflected by various self-thinning slopes (on a logB-logD plot). Only, the first nine sampling times were used because afterwards the fronds stopped self-thinning. Only the four higher densities were used in this study, since the absence of mortality in the lower one yielded an infinite slope. A similar procedure was adopted for experiments with Fucus serratus Linnaeus [20]. However, in this case the higher density was absent and only the time instances 2th to 7th were used, as self-thinning was restricted to this period. Overall, we estimated four slopes for Laminaria digitata and three slopes for Fucus serratus.

Stand biomass and frond (ramet) density for Mazzaella parksii (Setchell & N.L. Gardner) Hughey, P.C. Silva & Hommersand (= M. cornucopiae (Postels & Ruprecht) Hommersand) were estimated non-destructively for seven quadrats sized 100 cm² on the west coast of Vancouver Island, Canada [21]. Each quadrat was sampled seven times at approximately bimonthly intervals from 4-6 June 1993 to 11-13 July 1995. Time series of the quadrats were represented in a logB-logD plot. All regression lines presented positive slopes. Thus, the fronds of M. parksii did not undergo self-thinning on the account of most neighbouring fronds being clonal ramets sharing resources through a common holdfast. For the present analysis, the quadrats were used to estimate seven slopes.

Self-thinning macroalgae often fell in the undetermined zone of the rule of thumb (Fig. 2), requiring dedicated tests to determine the appropriate method. The self-thinning L. digitata error structure was approximated by artificial data using its generator script. The best choice between PCA and RMA was case specific. When RMA failed, it always underestimated the
steepness of the slope, thus also underestimating the intercept. This resulted in overestimated intraspecific competitive pressures and underestimated maximum biomasses.

3.3 Interspecific Seagrass Biomass-density Data

Data on above-ground biomass and shoot density were collected for 28 seagrass species distributed among 11 experimental and 17 descriptive studies [22]. Each species was sampled under natural conditions and nutrient enrichment. Four static interspecific logB-logD regression lines were estimated relative to the 2 nutrient levels (high and low) × 2 study types (Experimental and Descriptive). The data used here was taken from Fig. 2 in Cabaço et al. [22]. It was a clear situation where the data dispersion cloud approximated a circumference, and thus distributed among 11 experimental and 17 descriptive studies [22]. Each species was sampled under natural conditions and nutrient enrichment. Four static interspecific logB-logD regression lines were estimated relative to the 2 nutrient levels (high and low) × 2 study types (Experimental and Descriptive). The data used here was taken from Fig. 2 in Cabaço et al. [22].

Fig. 1. Performance of PCA and RMA applied to the artificial data. Greyscale – sine of the angle θ formed between the estimated and the true slope

Fig. 2. Divergency between slopes estimated by PCA and RMA

Markers legend: Large black symbols – statistically non-significant correlations, small grey symbols – statistically significant correlations, full squares - culture-to-felicity, full inverted triangles - self-thinning Laminaria digitata, open triangles - self-thinning Fucus serratus, full triangles – Mazzaella parksii biomass-density relationship, open squares - seagrass interspecific biomass-density relation, big open laid triangles – Gracilaria chilensis growth, full circles – Nephrops norvegicus morphometry, open circles - sparrow morphometry, diamonds – Sardine Surplus Production Models, big crosses – Sardine landings per fishing effort
PCA could not give trustworthy results [13]. In this situation, RMA provides better estimates. Not surprisingly, the highest mismatches between PCA and RMA slopes occurred with this data set (Fig. 2). The dispersion cloud will always resemble a circumference if $x$ and $y$ are weakly correlated and have been scaled. When PCA is performed using the correlation matrix, this scaling is automatic. In the example below with the social science data, $x$ and $y$ were weakly correlated but presented widely unequal variances. In this case, performing PCA using the covariance matrix gave better results than RMA.

3.4 Macroalgae frond Growth Data

Tetrasporophytes, as well as male and female gametophytes of *Gracilaria chilensis*, an isomorphic biphasic life-cycle red algae, were followed in two Chilean localities during 2 years at 4 month intervals, having their volume estimated (cm$^3$), among other metrics (unpublished data). The demographic census followed the protocol described by Engel et al. [23] while phases and sexes were defined using the sex markers described by Guillemin et al. [24]. Positive changes in volume with time ($t$) corresponded to frond growth whereas negative changes, corresponding to frond breakage, were discarded. The growth model best fitting the data was a modification of the Gompertz growth model where the linear fit estimating model parameters also required the logarithm of $x$. Then, the linear relation became $\log(\Delta V/\Delta t.1/t) = a+b.\log(V)$. Assuming that $V_0=0$, the frond growth dynamic model became $V_t = -bct^{-1/b}$, with $c = e^a$ and $b$ always exhibiting negative values.

OLS is the popular choice for parameter estimation when modelling ecology and evolution and/or fitting the Logistic or the Gompertz density-dependent sigmoidal growth models [25,26]. However, Evans [27] argues OLS is unlikely to estimate econometric growth regressions consistently, proposing a Model II regression alternative by Instrumental Errors-in-the-Variables Model. *Sensu strictu* seems intuitive that growth is dependent on present size. However, future size is dependent on current growth and hence, *sensu lacto* there should not be a hierarchical relation between them. The *Gracilaria chilensis* frond growth data (unpublished) demonstrated that OLS estimates regression coefficients widely different from PCA and RMA with a severe impact on growth model performance (Fig. 3). In this case PCA and RMA match and it is OLS underestimating frond size at earlier ages. Moreover, because fecundity is size dependent, this bias propagates to biased estimates of population growth, generation times and reproductive value.

![Fig. 3. PCA, RMA and OLS estimations of Surplus production models for Sardine fisheries along the Portuguese south-western coast and of frond growth of *Gracilaria chilensis*. Frond volume increases with time following the relation $V_t = -bct^{-1/b}$.](image-url)
3.5 Lobster and Sparrow Morphometry Data

Males of the lobster *Nephrops norvegicus* Linnaeus were sampled at seven sites from the south coast of Portugal (Algarve) in the Atlantic and across the Mediterranean in the Alboran Sea (Malaga), the Catalan Sea (Barcelona), the Ligurian Sea, the Tyrrhenian Sea, the Adriatic Sea and the Gulf of Euboikos (Greece). Many morphometric variables were originally measured by Castro et al. [28]. Presently, the carapace standard length was compared to the carapace total length, carapace posterior length, carapace lateral left and right lengths, carapace width, carapace height, and antenna scaphocerite left and right lengths. These comparisons were performed for each population yielding 8 pairs of variables × 7 populations, accounting for a total of 56 slopes.

Several sparrows (*Passer domesticus* Linnaeus) were collected after a severe storm on the 1st February 1898 and taken into the biological laboratory at Brown University, Rhode Island, where Hermon Bumpus took five morphometric measurements, namely the total length, alar extent, length of beak and head, humerus length and keel of sternum length. The data set is available in the book by Manly [12] for the 49 female sparrows only, of which 21 survived whereas the remaining 28 died. Regression lines were estimated for all possible pair-wised variables, separately for survivors and deceased, yielding 20 slopes.

Most of the morphometry correlations were situations for PCA, although often RMA estimated similar slopes (Fig. 2). The *N. norvegicus* morphometry showed that when RMA overestimated the slopes, it miss-estimated body shapes leading to a false identification of distinct morphotypes (Fig. 4). Comparison among the seven RMA slopes yielded eight significant differences (estimated from permutations tests following Vieira and Creed (2013a)) whereas based on PCA yielded none. The false results from RMA application were (i) ML significantly different from all the others except GR, (ii) AD significantly different from ML and GR, and (iii) LI significantly different from ML, GR and AD.

3.6 Social Science Happiness Data

Portugal and Germany were compared relatively to the cultural influence on happiness with 338 Portuguese and 302 Germans responding to the same questionnaires. The culture questionnaire comprised seven cultural dimensions, namely the power distance, individualism, masculinity, uncertainty avoidance, long-term orientation, indulgence versus restraint, and monumentalism. The happiness was measured with a questionnaire for each of two dimensions, namely the life satisfaction scale and the general health questionnaire. We estimated the regression lines for all pair-wised culture-happiness combinations and separately for Portugal and Germany. The culture questionnaire consisted of the Values Surveys Module 2008 manual [29]. The Life Satisfaction Scale is one of the most used questionnaires developed by Diener et al. [30] and posteriorly subject to several revisions. The General Health Questionaire is used by the British Household Panel Study. We used version GHQ-12 by Goldberg and Huxley [31]. The social-sciences correlations were very weak and thus, when x and y were scaled, their scatter plot was a circumference.

However, this situation did not occur when using their original units. The social-sciences data set undoubtedly required linefits estimated by PCA using the covariance matrix, and it was fundamental to perform this correct choice as RMA slopes were always widely different. This was a typical situation were, although correlations were weak, PCA performed much better than RMA because y was much less scattered than x.

![Morphometry relations estimated by (solid black) PCA and (dashed grey) RMA](image)

Fig. 4. Morphometry relations estimated by (solid black) PCA and (dashed grey) RMA

4. CONCLUSIONS

When both x and y are measured with error, model II regression is the adequate regression type. However, it does not have a globally better algorithm. RMA provides reasonable estimates
only when $x$ and $y$ are measured with similar error, which is a basic assumption of this method. Furthermore, our tests demonstrated that its inadequate use can easily lead to severely biased data analysis and conclusions about the biology and ecology of living beings. Although PCA often provides much better estimates than RMA, it still is very fallible when $x$ and $y$ have approximate variances and are weakly correlated. Based on our tests, we propose choosing PCA whenever $r^2 + s^2_x/s^2_y$ is higher than 1.5. In the remaining cases where it is difficult to decide which the best method is, a case-by-case analysis is required. We suggest for the researcher to generate artificial data with slope and error structure manipulated to match the original data, and test which method approximates better the true slope. We provide a Matlab script performing this task assuming a Normal distribution.
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